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Building apps using foundational models involves leveraging pre-
trained models that can be adapted for various tasks such as text 
generation, summarization, and image recognition. 

Step 1. Select a Foundational Model

Choose a foundational model suitable for your application’s needs. 
Popular foundational models include GPT-4, BERT, CLIP, T5, and 
DALL·E, which you can access on platforms like Hugging Face, 
Azure AI, or OpenAI Platform.

Step 2. Understand the Use Case and Apply Prompt Engineering

Prompt engineering is the process of carefully crafting inputs 
(prompts) to the model to obtain desired outputs. This is especially 
crucial for language models like GPT, where the prompt directly 
affects the quality and relevance of the generated text.

Step 3. Fine-Tune the Model (Optional)

In some cases, the foundational model will need to be fine-tuned 
on a domain-specific dataset to achieve better performance for 
your particular use case. Fine-tuning involves further training the 
model on labeled data specific to your task, which helps it adjust to 
the nuances of your application.

Building apps using foundational models



Step 4. Use Retrieval-Augmented Generation (RAG)

RAG involves retrieving relevant documents or data from external 
sources to improve the model’s responses. This is especially 
useful when working with models like GPT-3 that may not have 
specific knowledge of newer or proprietary information.

You store the additional information in a vector database (such as 
Pinecone, FAISS, etc.), which you retrieve and provide to the 
model to augment its response generation, enhancing the 
relevance and accuracy of the output.

Step 5. Deploy Model

After fine-tuning and integrating RAG, deploy the model to 
production using platforms like Azure AI, AWS SageMaker, Google 
Vertex AI or others. You can set up APIs to serve the model and 
make it available for inference in real-time applications.

Step 6. Integrate with Application

Connect your deployed model to your application via APIs. 

const response = await fetch(`https://...`, {
  method: 'POST',
  headers: {
    'Content-Type': 'application/json',
    'api-key': apiKey
  },
  body: JSON.stringify({
   messages: [{ role: 'user', content: "Who is Marian Veteanu?" }]
  })
});



Step 7. Monitor and Optimize

Use monitoring tools to track model performance (e.g., latency, 
accuracy) and detect model drift. Continuous monitoring helps 
identify when retraining or further fine-tuning is necessary.

All major AI cloud platforms offers you APIs to monitor a model to 
track data quality.

Step 8. Continuous Improvement (MLOps)

Automate retraining, testing, and deployment processes through 
MLOps practices. This ensures that your model stays relevant as 
data evolves. Platforms like Azure Machine Learning, Google 
Vertex AI, and AWS SageMaker provide MLOps tools for this 
purpose.

const url = `https://management.azure.com/subscriptions/...`;
const response = await fetch(url, {...});

const data = await response.json(),
driftStatus = data.properties.driftMetrics.dataDriftDetected,
driftDetails = data.properties.driftMetrics.driftMetricsDetails;

if (driftStatus) {
 ...
}



Azure AI Studio
https://ai.azure.com/ 

Azure AI Studio is a cloud platform provided by Microsoft Azure 
(akin to an IDE) that unifies various AI and ML services into one 
environment, enabling users to build, train, fine-tune, and deploy 
AI models. 

It offers tools for experimenting with pre-built AI models from 
Azure Cognitive Services, as well as custom models developed 
using Azure Machine Learning. It is a great generative AI 
application builder with support for prompt engineering, RAG, 
agent building, and low-code or no-code development.

Similar services:

• Amazon SageMaker
• Google Vertex AI

https://ai.azure.com/














Google Vertex AI Studio
https://console.cloud.google.com/vertex-ai/studio 

Google Vertex AI Studio is a cloud-based development 
environment within Google Cloud for building and using 
generative AI. You can select from 150+ foundation models 
from Google's "Model Garden".

It provides support for RAG and model tuning, and other 
compelling features.

Similar services:

• AWS SageMaker
• Azure AI Studio

https://console.cloud.google.com/vertex-ai/studio












AWS SageMaker Studio

AWS SageMaker Studio is a fully integrated development 
environment (IDE) within AWS SageMaker that streamlines the 
entire machine learning lifecycle, from data preparation to 
model training, deployment, and monitoring. 

SageMaker Studio supports Retrieval-Augmented Generation 
(RAG), prompt engineering and it offers access to a catalog of 
pre-built models. This makes it a powerful platform for building, 
experimenting, and scaling machine learning solutions with 
robust support for model management, versioning, and 
monitoring.

Similar services:

• Azure AI Studio
• Google Vertex AI Studio

https://aws.amazon.com/sagemaker/studio/ 

https://aws.amazon.com/sagemaker/studio/










OpenAI Platform

OpenAI Platform is perhaps the most well-known cloud 
platform of APIs that allows developers to integrate gen-AI 
models into their applications. The platform provides access 
to LLMs like GPT-4, which are used for tasks such as text 
generation, language translation, code generation, and more. 

The platform includes a Playground where users can 
experiment with various models interactively, tweaking 
prompts and parameters in real time to see how models 
respond. Other core features include prompt engineering 
and RAG.

https://platform.openai.com/ 

OpenAI offers various services 
such as text generation, image 
creation (e.g., DALL·E), code 
assistance (e.g., Codex), and more.

https://platform.openai.com/






HuggingFace

Hugging Face is an open-source platform that has gained 
widespread popularity for its extensive library of pre-trained 
models and tools for NLP, computer vision, audio, and 
multimodal tasks. 

The platform’s flagship Transformers library enables 
developers to access thousands of pre-trained models for 
tasks like text generation, translation, classification, and more, 
with support for popular deep learning frameworks like 
PyTorch and TensorFlow. 

Hugging Face is widely adopted in the AI and machine learning 
communities, both in academia and industry, with its tools 
being used by companies like Microsoft, Google, and 
Facebook, as well as numerous research institutions.

https://huggingface.co/

If you need a model for a 
specific scenario, probably 
HuggingFace has it!

https://huggingface.co/










IBM Watsonx.ai

If you're a IBM cloud customer, you should check IBM 
watsonx.ai.
It is IBM's AI platform designed to build, deploy, and scale AI 
models with a focus on foundation models and generative AI. 

Watsonx.ai supports large-scale AI, including NLP, computer 
vision, and other machine learning tasks, and is particularly 
geared toward enterprise-grade applications.

In terms of competition, IBM watsonx.ai competes with 
platforms like Google Cloud Vertex AI, Microsoft Azure AI, and 
Amazon SageMaker.

https://watsonx.ai/ 

https://watsonx.ai/




Replicate

If you want a simple 3rd party platform, then replicate.com is a 
platform that simplifies the process of deploying and running 
machine learning models through a cloud-based API. 

It allows developers to access a variety of open-source pre-
trained models for tasks such as image generation, video 
editing, text understanding, and more. 

Replicate.com can be effectively used for AI inference, 
enabling developers to leverage pre-trained models or deploy 
their custom machine learning models for real-time inference 
via a cloud API. Once a model is deployed on Replicate, it can 
be accessed through API calls that handle input data 
processing and provide instant results.

Replicate competes with services like Hugging Face, 
and the ones from AWS, Google and Azure, all of which 
offer model hosting and API-based access to machine 
learning capabilities.

https://replicate.com/ 

https://replicate.com/










Miscellaneous

Other services for AI inference, Model Serving and MLOps

baseten:   https://www.baseten.co/ 
octoai:   https://octo.ai/ 
modal:   https://modal.com/ 
fireworks ai:  https://fireworks.ai/ 
deepinfra:  https://deepinfra.com/ 
Banana.dev:  https://www.banana.dev/ 
DataRobot:  https://www.datarobot.com/ 
RunPod:   https://www.runpod.io/ 
LambdaLabs:  https://lambdalabs.com/ 
Mistral AI:  https://mistral.ai/ 

https://www.baseten.co/
https://octo.ai/
https://modal.com/
https://fireworks.ai/
https://deepinfra.com/
https://www.banana.dev/
https://www.datarobot.com/
https://www.runpod.io/
https://lambdalabs.com/
https://mistral.ai/


Buzzwords used in this brochure
1.Generative AI: AI that creates new content like text, images, or 
music from input data (e.g., GPT, DALL·E).
2.AI Hallucinations: When AI generates incorrect or nonsensical 
information not based on reality or input.
3.Foundation Model: Large, pre-trained models used as a base 
for various AI tasks, fine-tuned for specific applications.
4.LLM (Large Language Model): AI models that process and 
generate natural language (e.g., GPT, BERT).
5.Transformer: A neural network that uses self-attention for 
parallel processing, key for models like GPT and BERT.
6.Tokenization: Breaking text into smaller units (tokens) for model 
input.
7.Fine-tuning: Adapting a pre-trained model to specific tasks with 
additional training on a new dataset.
8.Prompt Engineering: Crafting prompts to guide AI models in 
generating the desired output.
9.RAG (Retrieval-Augmented Generation): Combines retrieving 
relevant data with generation models to improve outputs.
10.Vector Database: Stores and queries vector embeddings for 
tasks like similarity search and recommendation.
11.Embeddings: Numerical representations of data used for tasks 
like search and classification.
12.Multimodal Models: Models that process multiple data types, 
like text, images, and audio.
13.Inference: Using a trained model to make predictions on new 
input data.
14.MLOps: Practices for deploying and managing machine 
learning models in production.



Marian Veteanu
Technology Architect and Product Leader

Looking to see how I can 
add value to your organization? 

Message me!

https://www.linkedin.com/in/mveteanu/ 
https://x.com/mveteanu 

https://www.linkedin.com/in/mveteanu/
https://x.com/mveteanu
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